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The integration of virtual reality (VR) into clinical sciences education offers
transformative potential for enhancing experiential learning and clinical
training. This paper presents a comprehensive framework for integrating VR
into clinical sciences education, using a case study from a speech-language
pathology (SLP) program. It provides a roadmap for aligning VR integration
with program and institutional goals, ensuring sustainability, and fostering
stakeholder collaboration. Key components of the integration process are
identified, and a case study on the implementation of the Bodyswaps VR
platform for training active listening skills in SLP students is presented to
illustrate the practical application and benefits of VR in clinical education.
Preliminary findings indicate that VR integration increased student
engagement and self-efficacy and improved clinical competencies. This
paper concludes with reflections on the challenges and future directions of

Virtual reality VR adoption in higher education. The roadmap presented serves as a
scalable model for other programs seeking to leverage VR to enhance
educational outcomes, boost student engagement, and prepare students for a
technologically advanced workforce.
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1. INTRODUCTION

The development of immersive technologies has progressed significantly, and they have become
more accessible in various aspects of life, including leisure and the workplace. Immersive technologies blur
the line between the real and virtual worlds, allowing users to feel fully immersed in their experiences [1].
They extend reality or create a new reality by leveraging the 360 space to allow users to see content in any
direction. Some immersive technologies extend reality by overlaying digital images on a user’s environment,
whereas others create a new reality by completely shutting the user out from the rest of the world and
immersing them in a digital environment [2]. Immersive technologies encompass virtual reality (VR),
augmented reality (AR), mixed reality (MR), and extended reality (XR) [1]. Immersive technologies offer the
benefits of “immersion” and “presence”. Immersion can be objectively measured using the technological
affordances of a medium. Media are more immersive when the user can experience the sensation of being in
another place owing to various elements, such as visual quality and auditory design [3]. Features such as
audio and visual quality, frame rate, stereoscopy, and field of view can impact the extent to which a system is
immersive [4]-[6]. In contrast, presence is the subjective, psychological experience of being in a virtual
environment (VE) [7], [8]. It focuses on how effectively the VE can make individuals forget about the real

Journal homepage: hitp://edulearn.intelektual.org


https://creativecommons.org/licenses/by-sa/4.0/

1232 O3 ISSN: 2089-9823

world. Technological advances leading to enhanced immersion and presence have opened the door to various
educational and clinical use cases for VR. The psychological presence of ‘being’ in a created artificial
mediated environment that harnesses an all-inclusive sensory illusion of being present in another
environment presents unique learning and clinical opportunities. The academic and clinical use of
three-dimensional VR renderings of environments that incorporate visual, auditory, tactile, and/or kinesthetic
elements can lead to improved educational and clinical outcomes through increased engagement, enriched
learning and clinical experiences, improved understanding, and enhanced knowledge retention. This is
supported by research in healthcare [9], [10], education [11], [12], and crisis management [13], [14].

Work with graduate students in speech-language pathology (SLP) [15] showed the benefit of VR in
helping learners thread the connections between experiences and knowledge, identifying the following
learning benefits: 1) allowing students to test real-world lessons in low-risk situations; ii) helping students
visualize difficult and abstract concepts; iii) increasing student motivation to learn; iv) allowing more
personalized learning; and v) providing students with the technical skills to excel in a changing technological
workforce. The use of VR in rehabilitation for communication disorders is becoming increasingly
widespread, with VR offering benefits over traditional clinical methods because of the ability to manipulate
“real-world” task complexity and scaffold communication supports in ways that cannot be easily replicated in
clinical settings [16]-[18]. VR has been used to train social communication skills in children with autism and
to observe stuttering behaviors [19], [20]. In these studies, VR achieved comparable or better outcomes than
non-VR communication tasks [21], [22]. VR has been used in the treatment of communication disorders
following acquired brain injury, such as post-stroke aphasia, with some participants demonstrating gains in
measures of functional communication, vocabulary, engagement, and verbal output [23]. For pre-service
clinicians, VR offers the opportunity to practice clinical skills risk-free under controlled conditions, thereby
preserving patient safety.

Although the benefits of VR in an experiential field such as SLP are documented, evidence on
effective curriculum-wide implementation procedures is limited, slowing the rate of adoption. This trial
provides a framework for successfully integrating VR into clinical sciences education. The SLP program,
characterized by its dual academic and clinical components, presented a unique opportunity to develop a
template for effectively embedding VR into the curriculum. This template can serve as a model for the
successful implementation of VR into university programs across various disciplines.

2. METHOD

A plan was developed in collaboration with the university’s center for advancement of learning
(CAL) for the program-wide implementation of VR into the SLP curriculum. It focused on attaining
synergistic integration, sustainability, responsiveness to changing program and student needs, enhancing
student learning and clinical competency, pedagogical evidence, and garnering the support of faculty and
students. VR use was thoughtfully embedded as a learning modality, along with existing ones, in a test course
before more widespread implementation in the full SLP curriculum.

A template was developed to embed VR into course instruction. A use case example of its
deployment was trialed in an SLP graduate students’ pre-service training. Pre-service training is designed to
provide maximum scaffolding in the early stages when students have minimal to little exposure to the field
and reduce support as students gain increased knowledge and master clinical competencies. One of the main
challenges at this stage of training is providing students with active learning activities that are low-stakes and
formative in nature, while allowing them to practice critical competencies in a safe environment that does not
involve patients. VR meets this challenge by allowing student clinicians to master basic knowledge and
clinical competencies through controlled, well-scripted activities.

This case study targeted clinical soft skills. Soft skills are non-technical skills such as
communication, teamwork, and emotional intelligence, which are crucial for effective patient care and
building strong relationships. Soft skills training is an important part of pre-service training, as these skills
are increasingly recognized as vital for healthcare professionals, contributing to improved patient satisfaction
and enhanced teamwork. While the development of communication skills when interacting with patients and
their caregivers has been identified as an essential clinical competency by the American Speech-Language-
Hearing Association (ASHA), the professional association for speech-language pathologists, there is limited
information available on how best to train these skills within graduate school clinical program curricula [24].
To provide experience and help master this critical competency, a VR-facilitated learning module was
implemented as part of the students’ Level 1 clinical practicum training at the UDC SLP clinical program.
The Bodyswaps VR application was selected for this module after considering the module student learning
objectives and consulting with CAL. Bodyswaps is a training platform that provides learners with VR
experiences to assist them in mastering soft skills as in Figure 1. While the target audience of this VR app is
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general and more focused on the business world, the communication skills presented align well with those
expected of SLP students in clinical settings, specifically in their interactions with clients and caregivers.
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Figure 1. Bodyswaps active listening screengrab

The program was implemented in two phases, beginning with a program-wide immersive
technologies module. This module introduced students to the use of immersive technologies in education and
clinical practice. The module is part of the initiative by the SLP program to systematically and
comprehensively integrate immersive technologies into the SLP curriculum and is a requirement for all
incoming students. It is integrated into the learning management system (LMS) and contains online
asynchronous and face-to-face components. It provided students with the knowledge and skills to effectively
interact with VR technologies, helping to combat any negative perceptions of the technologies and reduce
user frustration. As part of the module, students were: 1) introduced to the use of immersive technologies in
education and clinical practice; ii) provided hands-on experience using various immersive technology
hardware and software with educational and clinical applications; iii) explored VR resources designed for use
in the field of SLP and others which, though not specifically designed for the field, could be used with
adaptation; iv) identified barriers to the academic adoption of VR platforms, and v) appraised the clinical
effectiveness of VR-based therapies.

Phase two involved students completing the Bodyswaps VR-facilitated learning module deployed on
the Blackboard LMS. The learning module was structured in ways that allowed better alignment of the
Bodyswaps app to the SLP field and assisted students in making needed clinical connections. Students
completed the module as they progressed through the VR experience. Blackboard forced sequence navigation
was employed to effectively manage the learning environment and promote systematic pacing of the VR
experience. This required learners to satisfactorily complete a “test your knowledge” quiz before the system
unlocked the next section in the module. Following best practices in the deployment of VR simulation
activities, the learning experience included the following three phases: pre-brief, simulation, and debrief [25].
— The pre-brief phase provided learners with activity objectives and background articles on the importance

of soft skills, specifically active listening. Articles were presented via “hypothesis”, a web-based social
annotation tool, to encourage active interaction of learners with article content and other learners. As part
of setting the stage for the VR experience, the concept of suspension of disbelief was discussed and
emphasized. Quality simulation-based learning activities rely on mimicking real life by requiring learners
to accept the simulation’s environmental, conceptual, and psychological features as real. Successfully
achieving suspension of disbelief was critical to achieving the highest engagement from learners [26].

— The simulation phase introduced the active listening module of the Bodyswaps VR platform, a fully
immersive VR interface designed to be completed as the learner paused at specific points during the VR
activity. The module guided the students in the learning about active listening skills and provided
opportunities for making clinical connections to the SLP field via critical thinking questions. The VR
module presented a scenario in which two colleagues (Dave and Amy), discussed a work issue in a VR
simulation. Students were expected to engage in active listening exercises and analyze Dave and Amy’s
conversations to identify the use of best practices in active listening. They were then asked to put those
skills into practice by assuming Amy’s role and recording themselves responding to Dave’s concerns,
summarizing his feelings, and experiencing the impact of their words through a body swap, in this case,
switching to assume the VR avatar’s perspective.
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- The VR experience was debriefed in stages via formative quizzes that guided students in self-reflection and
making clinical connections to the application of target skills in SLP clinical communication contexts.

Upon completion of the module, students underwent summative assessment. To demonstrate
mastery of target active listening skills, students were asked to write a script or dialogue between an SLP and
a caregiver that demonstrated best practices in active listening and record a live low-fidelity role-play with a
standardized participant assuming the role of caregiver for later review with the instructor. Students selected
between two different communication scenarios: i) a parent describing to an SLP the lack of services to meet
their child’s needs and ii) a caregiver upset about the constant changes in clinicians at the SLP Clinic.

3.  RESULTS AND DISCUSSION

The work undertaken by the SLP program and the Center for the Advancement of Learning (CAL)
identified five necessary components for the successful integration of VR into a program: i) clearly defined
goals and objectives; ii) alignment of VR initiative goals and objectives with program, college, and university
goals, objectives, and priorities; iii) extensive curriculum review to determine VR-compatible subject matter
and sequence for VR integration; iv) faculty readiness and training to implement VR in course activities; and
v) stakeholder-informed implementation guided by data from surveys and focus groups. These essential
components of program VR integration, as illustrated in Figure 2, align with the general principles of
educational innovation.
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Figure 2. Program VR integration components

Research supports the importance of defining clear and collaboratively developed goals and
objectives as foundational steps in integrating VR into higher education. These objectives serve as critical
anchors for securing institutional buy-in and ensuring successful implementation. When shaped through input
from key stakeholders, including program faculty, instructional designers, and technology leaders, they help
the initiative gain both legitimacy and strategic direction, enhancing operational clarity throughout the
implementation process. Importantly, objectives should be directly mapped to measurable learning outcomes
and grounded in constructivist and experiential learning theories, which align closely with VR’s capacity to
foster immersive engagement and deep conceptual understanding [27]. By explicitly articulating how VR
enhances student engagement and skill acquisition, programs can more effectively justify the selection and
customization of VR assets, facilitating cross-content alignment and promoting sustainable adoption at scale.

Aligning VR initiative goals with program, college, and broader university missions is supported in
the literature [28] as being essential for generating meaningful, system-wide impact and sustained
commitment. When VR implementation is strategically linked to broader priorities, such as workforce
readiness, cultural competence, and lifelong learning, it not only enhances the initiative’s relevance but also
helps secure critical resources and facilitates cross-departmental collaboration. Well-aligned initiatives are
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more likely to receive sustained administrative and faculty support because they demonstrate coherence with
accreditation standards, institutional strategic plans, and evolving higher education imperatives.

The study identified comprehensive curriculum review and intentional course sequencing as pivotal for
the successful integration of VR technology. This process should prioritize interdisciplinary curriculum
innovation that embraces digital transformation and supports the adoption of emerging technologies. By
leveraging immersive simulations and experiential pedagogies, programs can enhance both engagement and
learning outcomes of students. Comparative research on VR adoption affirms these findings [29], highlighting
that faculty-led curriculum reviews are essential for identifying content best suited for VR enhancement and for
determining the optimal sequence for phased implementation. Such strategic planning not only improves
instructional coherence but also maximizes the adaptability and pedagogical impact of VR integration.

Faculty training and ongoing professional development emerged as essential pillars for effective VR
integration, enabling instructors to confidently leverage both the technical capabilities and pedagogical
potential of VR technologies. Systematic reviews and case studies [30] show that faculty development is
most effective when designed as collaborative, iterative, and contextually relevant, combining hands-on
technical support with mentorship in immersive instructional design. These elements were evident in the
study training which, fostered active collaboration between faculty, instructional designers, and technology
experts. This partnership not only encouraged innovation but also mitigated resistance and accelerated the
overall adoption process of the new technology. It was also important that ongoing faculty development was
embedded in the institutional strategy to ensure that pedagogical best practices for VR were consistently
reinforced and aligned with evolving technologies.

Robust data collection and formative feedback mechanisms were identified as integral to a
responsive and effective VR integration framework. Ongoing feedback via qualitative focus groups, targeted
surveys, and LMS-integrated analytics yields actionable insights that drive continuous curricular refinement,
inform technology optimization, and deepen stakeholder engagement. This is supported by research [31],
which shows that activity-oriented focus groups and faculty-driven scenario discussions effectively capture
authentic user experience and pedagogical needs. These feedback loops enabled iterative improvements that
enhanced the educational value of VR and ensured alignment with learning objectives and user expectations.

Stakeholder engagement and collaboration emerged as hallmark features of successful and
sustainable VR integration. Early and sustained involvement of key stakeholder groups, including faculty,
students, instructional designers, and institutional leadership, was intentionally designed to foster buy-in,
align interests, and cultivate a shared sense of ownership of the project. These collaborations facilitated agile
problem-solving across all project phases, including ideation, planning, implementation, and evaluation,
ensuring that the initiative remained responsive to emerging needs and challenges. This approach is
supported by social constructivist theory and stakeholder-oriented frameworks, which emphasize
participatory design and shared purpose as essential conditions for enduring educational innovation [32].

In this study, the primary stakeholders included CAL, academic and clinical faculty from the SLP
program, and the graduate students. CAL, as the university division responsible for advancing
learner-centered, inclusive, and innovative instructional design, played a pivotal role as both a thought
partner and implementation driver. Aligning the VR initiative with the strategic goals of CAL, the SLP
program, and the broader university was critical to securing the financial, technological, and human resources
necessary for the project’s success. It was also essential that student engagement be prioritized equally. By
clearly communicating the pedagogical rationale and anticipated benefits of VR integration, the initiative
positioned VR as an enhancement rather than a replacement for traditional student learning experiences.
Actively involving students in the design, testing, and refinement phases helped ensure that learner needs
were addressed and that the technology served to deepen, rather than complicate, their educational
experience. Finally, the initiative drew on the diverse expertise of its stakeholders to inform VR asset
selection, instructional alignment, and user experience design. Given the inherent complexity and rapid
evolution of VR technologies, a dynamic collaborative model is essential for identifying and resolving
technical and pedagogical challenges in real-time. This adaptability ultimately strengthens the quality,
relevance, and impact of VR initiatives.

Preliminary outcomes from the use case revealed measurable gains in student self-efficacy related to
active listening skills following completion of the Bodyswaps module. These findings align with a growing
body of research demonstrating the efficacy of VR in enhancing learner confidence and the acquisition of non-
technical or soft skills [10], [14]. Students not only reported improved confidence but also demonstrated
practical application of active listening during caregiver interviews embedded within formative assessments and
semester-end summative simulations. Their ability to effectively transfer skills practiced in the VE to authentic,
real-world clinical scenarios underscores the pedagogical power of well-designed VR interventions, a finding
supported by prior studies on VR’s impact on social communication skills development [21], [22].

These results further substantiate the value of VR learning environments in cultivating both
self-efficacy and skill mastery by offering low-risk, repeatable opportunities to engage in complex tasks. By
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enabling students to practice critical competencies in a controlled immersive setting, VR facilitates a
smoother transition from theoretical classroom instruction to applied clinical practice. Collectively, the
evidence positions VR as a scalable, high-impact pedagogical strategy that supports workforce preparedness
and bridges the gap between academic learning and professional competency.

Moreover, the structured pre-brief-simulation-debrief cycle employed in this study aligns closely
with best practices in healthcare simulation, emphasizing the importance of pedagogical scaffolding to
support knowledge retention and skill acquisition [25]. This framework, comprising preparatory theoretical
grounding, immersive experiential engagement, and post-experience reflection, has been shown to enhance
cognitive integration and learner outcomes. In this implementation, students participated in collaborative
annotation using the Hypothesis platform, engaged in immersive practice through the Bodyswaps VR
module, and completed structured reflective exercises. This multifaceted approach promotes deep learning
and is firmly rooted in social constructivist educational theory, which holds that learners construct meaning
through active engagement and social interaction [27].

Thus, the VR-infused curriculum presented here is not only demonstrably effective in improving
clinical competencies but is also grounded in robust pedagogical theory. It reinforces active learning,
cultivates critical reflection, and bridges theory with practice, which are hallmarks of high-impact
instructional design in professional education.

The deployment of the VR experience through the Blackboard LMS was positively received by
students, who highlighted its accessibility, ease of navigation, and integration with course assessments.
Embedding the VR module within the existing LMS infrastructure enhanced the overall learning experience
by providing asynchronous access, consistent content organization, and seamless transitions between
immersive and non-immersive components. This strategic integration helps reduce cognitive load and
improve usability, which are critical factors for successful immersive learning [12].

Notably, although Bodyswaps was originally developed for professional development in business
contexts, its strategic adaptation for SLP training proved to be effective. This outcome reinforces findings that
show that generic VR interventions, when thoughtfully scaffolded, can be successfully repurposed to meet
discipline-specific learning objectives [19]. The significance of this finding lies in its broader applicability:
academic programs with limited access to custom-built VR applications can still achieve meaningful outcomes
by creatively leveraging existing tools through innovative instructional design and seamless LMS integration.
This approach aligns with the established best practices in simulation-based learning within communication
sciences, which emphasize flexibility, contextual relevance, and pedagogical alignment [26]. It affirms that the
educational value of VR lies not solely in content specificity but in the intentional structuring of learning
experiences that guide students through realistic, immersive scenarios tied to their professional training.

Overall, this study reinforces the growing body of evidence that VR-facilitated learning
environments, when pedagogically grounded and technically supported, can significantly improve student
learning outcomes, including soft skills acquisition. It adds to the literature by providing a replicable, scalable
model that demonstrates how generic VR platforms, such as Bodyswaps can be embedded in
discipline-specific curricula with meaningful results.

Although the findings of this study are encouraging, several limitations warrant careful
consideration. One notable challenge involved intermittent transitions out of the VR environment for
debriefing activities, which may have disrupted the experiential flow and diminished the sense of presence,
a critical factor in immersive learning effectiveness [8]. To preserve immersion and optimize learning
outcomes, future implementations should consider restructuring debriefing activities to occur post-immersion
or explore the integration of reflective prompts directly into the VR environment.

Additionally, further investigation is needed to determine the optimal sequencing of experiential
learning activities. Specifically, it remains unclear whether students benefit more from engaging in
low-fidelity role-play exercises prior to VR exposure or whether the VR experience alone provides sufficient
preparation for real-world clinical interactions. Emerging evidence [18] suggests that hybrid sequencing,
which blends traditional role-play with immersive simulations, may offer the most effective pathway for skill
transfer. Future research should empirically explore these instructional design variables to establish best
practices for maximizing learning in VR-enhanced curricula.

4. CONCLUSION

VR can significantly enhance the educational experience of pre-service clinicians in graduate SLP
programs and other disciplines. These cutting-edge technologies offer an engaging and innovative approach for
students to acquire both scientific knowledge and non-technical or soft skills, which are often difficult to train
effectively. Despite their advantages, VR technologies have not been widely adopted in higher education, in part
because of limited foundational research on theories relating to VR adoption as a learning strategy.
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Additionally, few publications detail how to best integrate VR-based instruction into academic and clinical
curricula. This creates a potential barrier to adoption, as educators seek supportive evidence for VR use in the
classroom, and institutions seek funding justification. Establishing strong learning theory bases for classroom
VR use, supported by data on its validity, is essential to breaking down this barrier. Although challenges remain
in implementing VR in higher education, interest in its use is prevalent and growing. Successful curricular
higher education adoption of VR will require curriculum integration trials and continued collaboration between
institutions and VR developers. The noted barriers to VR adoption do not diminish the value of its use; rather,
they provide an opportunity for significantly consequential work in this space that advances VR’s value in
higher education. The novelty of this study lies in its comprehensive and practical approach to integrating VR
into clinical sciences education. It underscores the potential of VR-facilitated training for soft skills acquisition
and presents a structured framework that can be adapted by other educational programs. This study significantly
enriches the expanding body of research on immersive technologies in education, offering valuable insights for
educators and institutions seeking to enhance their curricula with the use of VR.
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